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COVID-19:
The reason we are remote today

Source: https://coronavirus.jhu.edu/
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Epi-Control:
Problem Statement

Def (Epi-Control): Given a contact network G=(V, E, w), a diffusion process M, 
a budget k, and a set B of initially infected nodes, the Epi-Control problem is to 
choose a set S of size k such that the expected number of infected nodes 
through M is minimized.

• Assumes that B is known
▪ Usually solved with randomized experiments

• The objective is to minimize infection spread

• Susceptible-Infected-Recovered (SIR)
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Epi-Control Revisited

• The number of infections given B and S

• The number of lives saved:

• Def (Epi-Control): Given a contact network G=(V, E, w), a budget k, and a 
set B of initially infected nodes, the Epi-Control problem is to choose a set S 
of size k such that the expected number of lives saved is maximized.
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Sub-modularity of Preempt in Rooted Trees

•
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Sketch of Proof:
Sub-modularity of PREEMPT in rooted trees

•
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PREEMPT:
Scalable Epidemic Interventions Using 
Submodular Optimization on Multi-GPU Systems

• EpiControl is submodular on rooted trees
▪ E.g. Sexually transmitted diseases*

• Not valid in the general case but…

• Def (PREEMPT): Given a contact network G=(V, E, w), a 
budget k, choose a set B of size k to vaccinate such that the 
expected number of infection from B is maximized

• Possible strategies are:
▪ Hill-Climbing Algorithm
▪ Reverse Influence Sampling

* Bearman P, Moody J, Stovel K: Chains of affection: The structure of adolescent romantic and sexual networks. AJS 2004, 110: 44–91.

Minutoli, Marco, et al. "cuRipples: influence maximization on multi-GPU 
systems." Proceedings of the 34th ACM International Conference on 
Supercomputing. 2020.

Minutoli, Marco, et al. "Fast and Scalable Implementations of Influence 
Maximization Algorithms." 2019 IEEE International Conference on 
Cluster Computing (CLUSTER). IEEE, 2019.



8

Running Example on Zachary’s Karate Club

If you can’t get it right on this network, then go home!*

• https://networkkarate.tumblr.com/

Samples=10   K=2   p=0.2

https://networkkarate.tumblr.com/
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Select First Seed

Samples=10   K=2   p=0.2
1: S = {1}   E[spread]=7.4
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Select Second Seed

Samples=10   K=2   p=0.2
1: S = {1}   E[spread]=7.4
2: S = {1, 34 } E[spread]=12.2
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Running Example on Zachary’s Karate Club

Our Intervention is S = { 1, 34 }
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Summit

Single GPU 
(2048 x 80 threads)

Single Node
(6 GPUs)

Distributed Multi-GPU Cluster 
(4608 nodes)
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The Parallel Algorithm

D
ispatching Engine

D
ispatching Engine
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The CPU-GPU Dispatching Engine

• The engine instantiates a thread pool
▪ Usually 1 thread per core on the CPUs of system

• Each GPU has a dedicated CPU thread offloading work with the possibility to 
over-subscribe
▪ More than 1-thread pushing work to the same device (Hyper-Q)

• The engine builds a representation of the topology of GPUs
▪ To structure reductions between GPUs
▪ Topology built query the CUDA runtime

• CPU and GPU workers grab from the same “task queue”
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Experimental Setup

• Experiments run on Summit
▪ From 2 up to 128 nodes

• Hard limit to 2 hours

• Social networks and contact networks

• Social networks will provide an idea on how the technique use will scale in 
other application contexts.
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Demographics

• Age and Degree of the seeds selected in 
the Portland-141k

• Significant spread on the degree

• Significant spread across the ages

• Suggests that focusing on specific groups 
like children and the elderly is sub-optimal 

Seeds from Portland-141K
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Quality of Results

• Control: No action taken.
• Baseline: SaaRound*

• PREEMPT:
▪ 2x—9x reduction in number of infections
▪ PREEMPT-HC outperforms PREEMPT-RR
▪ Up to 98.57% reduction in peak

• Performance:
▪ SaaRound vs PREEMPT-HC comparable
▪ SaaRound does not scale with problem size
▪ PREEMPT-HC scales well

* Sambaturu, Prathyush, et al. "Designing Effective and Practical Interventions to Contain Epidemics." Proceedings 
of the 19th International Conference on Autonomous Agents and MultiAgent Systems. 2020.
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Strong Scaling Study

• Overall: Up to 33x compared to 2 nodes baseline

• Sampling: up to 155x

Portland

Slashdot DBLPEpinions
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Dynamic Task Scheduling

• First Iterations more computation intensive
▪ Up to 6.91x

• CPUs become faster later in the computation
▪ Due to the offloading cost

Portland

Slashdot DBLPEpinions
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Execution Time of Tasks

• The distribution of the task duration is very skewed

• Pruning effective at bringing down the duration of 
a task

Portland

Slashdot DBLPEpinions
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Future Research Direction

• Improve Method Performance
▪ Overcome some limit of the implementation
▪ Vertex Reordering to improve Locality

• Reduce System Size
▪ HW Solution: Non-Volatile Memories
▪ SW Solution: Graph Sparsification and Summarization

• Epidemic Control
▪ Strategies for Social Distancing?
▪ Fairness objectives?
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