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A Giant Leap
Photonic computing is here 
to take us there
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Motivation: Challenges for electronics
Opportunity: AI acceleration with GEMM
Accelerating AI with photonics
Looking ahead
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Challenges
for electronics
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“Moore’s Law lasted for half a century and 
changed the world as Moore predicted 
in his 1965 article, but it has ended.

David Patterson 
Google, UC Berkeley
Turing Award Laureate
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Heat
How transistor scaling and our universe ends

Current
leakage

Physical Limit = kBT

Chip release

Source: https://github.com/karlrupp/microprocessor-trend-data

https://github.com/karlrupp/microprocessor-trend-data
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Implications
For future electronics

Clock saturation:
Your processors aren’t 
getting much faster.

Dark silicon:
You can’t use the whole 
processor at once (without 
burning it).

Performance saturation:
Your computers aren’t 
performing better over 
time.

Thermal limit:
Stacking multiple chips is 
prohibitive because the 
processors are too hot.

Clock 
frequency

System
performance

ON
for 

compute
OFF

Cooling Limit
(~300W)
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AI compute requirements
5x the doubling rate of Moore’s law

“Cover the 
planet in 

datacenters 
to power AI?”

Source: https://openai.com/blog/ai-and-compute/
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AI acceleration 
with GEMM
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Deep neural networks
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General matrix multiply (GEMM)
in deep learning

Input
Layer

Hidden
Layer

Output
Layer

Output matrix D
Weight matrix A
Representing the weights of the connection
in a fully connected layer.

Input matrix B
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General matrix multiply (GEMM)
element-by-element
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General matrix multiply (GEMM)
tile-by-tile
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GEMM is universal
in neural networks

Source: http://www.asimovinstitute.org/neural-network-zoo/

http://www.asimovinstitute.org/neural-network-zoo/
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ResNet

Convolution and fully connected layers are 
linear operations that can be processed with GEMM.

K. He, et al, arXiv:1512.03385

A state-of-the-art convolutional neural network (CNN)
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Google Tensor Processing Unit (TPU)
A systolic array for GEMM

Source: NP Jouppi et al, ISCA, 1-12 (2017).
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Systolic array multiplier
A small example

Multiply and accumulate 
(MAC) unit.

Matrix A is loaded into the 
MAC units, and matrix B is 
streamed through.
Example:
shape(A) = [3 x 3]
shape(B) = [3 x 9]



1717

Accelerating AI
with photonics
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Analog computation
A zoo of GEMM accelerators

MemristorFlash

Photonics

SRAM

A. Biswas et al., JSSC 54, 217-230 (2018).
S. Ambrogio et al., Nature 558, 60–67 (2018).
D. Fick et al., Hot Chips (2018).
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Computation with photonics
A zoo of photonic GEMM accelerators

Reviews:
- B.J. Shastri, et al. Nat. Photonics 15, 102–114 (2021)
- G. Wetzstein, et al. Nature 588, 39–47 (2020)

Recent works:
- X. Xu, et al. Nature 589, 44–51 (2021)
- J. Feldmann, et al. Nature 589, 52–58 (2021)
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Mach-Zehnder Interferometer (MZI)
Basic building blocks for silicon photonics GEMM accelerators

MZI

Attenuator

Interferes light between 
two waveguides with a 
relative phase-shift 
control

Uses MZI to attenuate the 
signals
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Photonic GEMM accelerator

Singular Value Decomposition

N Harris et al, Optica 5, 1623-1631 (2018).
WR Clements et al, Optica 3, 1460-1465 (2016).
DAB Miller, Photon. Res. 1, 1-15 (2013).
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Performance scaling

A photonic GEMM multiplier has the same maximum throughput as 
systolic arrays (e.g., Google TPU)

Clock frequency
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Energy scaling
Solving the power problem

Each MAC unit in a 
systolic array burns 
power throughout the 
computation. 
Power consumption 
scales by O(N2).

A photonic array mainly only 
uses input DACs and output 
ADCs at the edges for its 
computation.
Power consumption scales 
by O(N).

Systolic 
array

Systolic 
array

Systolic 
array

Systolic 
array

Systolic 
array

Photonic 
array

Photonic 
array

Photonic 
array

Photonic 
array

Photonic 
array

N=128

N

N

N

4x array →~4x energy consumption 4x array →~2x energy consumption

N=128

N=128
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Wavelength-division multiplexing
Solving the area and weight reuse problem

Increasing the 
throughput of a systolic 
array (at the same fc) 
requires increasing the 
number of systolic 
arrays.

Wavelength-division 
multiplexing allows for the 
simultaneous processing of 
vectors through the array.
Ideal for machine learning 
models as multiple 
operations are typically 
performed across several 
cycles of stationary weights.

Systolic 
array

Photonic 
array

4x throughput→~4x area, no weight reuse 4x throughput →~same area, 4x weight reuse

x1 , x2 , x3 , x4 y1 , y2 , y3 , y4

Systolic 
array

Systolic 
array

Systolic 
array

Systolic 
array

x1

x3

y1 x2 y2

y3 x4 y4

x1 , x2 , x3 , x4 y1 , y2 , y3 , y4

Photonic 
array

x1

x2

x3

x4

y1

y2

y3

y4



Add Image/Video/Graph

Photonic Computing is Here
Faster, lower energy, and decoupled from Moore’s Law.

Mars presented at 
HotChips 2020. 

1000’s of Photonic MACs working 
with billions of transistors

https://drive.google.com/file/d/1j1DB0q0XUeY-5H9Aq-Xh8Or6jCiRzy0y/view?usp=sharing
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Looking ahead
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Envise
Combining photonics and electronics in a single, compact package

Features

Interfaces

Dual photonic tensor cores
3 GHz Clock 
256 RISC cores
500MB SRAM
80W Typ., 130W TDP
3D LGA Package
Reliability, availability, and 
serviceability (RAS) features

PCI-e 4.0 
Local Optical Interconnect 
(400Gbps)

Optical Fiber Ribbon

12 nm 
ASIC

90 nm 
Photonic IC



12 nanometer ASIC

90 nanometer PIC
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Envise Blade
A general-purpose AI accelerator system

Features
- 16x Lightmatter Envise
- 4U form factor
- 3kW TDP
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Envise Blade

- 16x Lightmatter Envise
- 2x AMD EPYC host 

processors
- 3TB NVMe SSD
- 6.4 Tbps optical fabric 

interconnect
- 2x 200Gbps Ethernet 

Smart NIC
- 2x laser modules
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